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ABSTRACT 

The foundation of human society, agriculture provides life and drives many different businesses. Growing 
global populations and changing climatic patterns make creative approaches to maximize agricultural output 
ever more necessary. Using technology, precision farming is a lighthouse, simplifying processes, cutting waste 
of resources, and increasing yields. Especially in crops like hops, advanced crop categorization offers a possible 
paradigm change in this field. Conventional farming mostly depended on hand work and simple instruments. 
Considering elements like leaf form, color, and other fruiting characteristics, crop classification sometimes 
depended on visual evaluations by experienced farmers. Although this approach was time-intensive, prone to 
human error, and unfit for large-scale farming, it was rather effective to some degree. More complex approaches 
have been progressively opened by technological advancements. In precision agriculture, advanced hops 
classification is motivated by numerous important aspects. One of the main consumers of hops, the brewing 
business needs certain kinds with different taste and scent. Correct categorization guarantees the growth of hops 
satisfying these criteria. Accurate crop management is also vital, best matching sustainability objectives with the 
use of water, fertilizers, and pest control. Improved crop categorization also results in better yields and better 
market prices, therefore strengthening farmers' financial situation. Developing a sophisticated hops 
categorization system presents the current difficulty. Using state-of-the-art technology and machine learning and 
computer vision to precisely distinguish between many hop species, this system would The objective is to 
ensure that obtained hops match the stringent quality criteria of the brewing sector and permit careful crop 
management techniques. In modern farming, hops categorization marks a historic change. Modern 
technologies—especially computer vision and machine learning algorithms—allow for full study of finely 
detailed photographs of hop plants. These algorithms are taught on large-scale data and proficient at identifying 
minute variations that would slip the human sight. By means of this approach, the system develops to be 
somewhat accurate in categorizing several hop kinds. The result is a more accurate and efficient system for hop 
crop management, therefore producing better harvests for the brewing sector. For farmers, this innovative 
strategy not only increases resource efficiency and yields but also guarantees a consistent, premium supply 
chain for the brewing industry. 
Keywords: Fall Sense, Machine learning, Low false alarm rates, Health risk mitigation. 
 
1.INTRODUCTION 

The history of fall detection systems for elderly individuals traces back to the growing concern over the safety 
and well-being of aging populations. As societies around the world experienced demographic shifts with 
increased life expectancy, the need to address the risks associated with aging, such as falls, became more 
pressing. Traditional approaches to fall detection initially relied on manual monitoring or simple alarm systems. 
However, these methods often lacked accuracy and failed to provide timely assistance in case of a fall.With 
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advancements in technology, particularly in sensor technology and machine learning, researchers began 
exploring more sophisticated solutions for fall detection. Early attempts involved the use of basic motion 
sensors or wearable devices to detect falls. However, these systems often suffered from high false alarm rates or 
limited sensitivity to different types of falls and activities. Despite these advancements, challenges remained in 
achieving robust and reliable fall detection. Researchers continued to refine algorithms, improve sensor 
technology, and collect larger datasets to train and evaluate their systems. Additionally, there was a growing 
emphasis on user-friendliness and acceptance among elderly individuals, leading to the design of more 
comfortable and discreet wearable devices. 
2.LITERATURE SURVEY 

According to the World Health Organization, in 2018, it was reported for the first time in history that the 
number of people over 65 exceeded the number of people under 5 years of age worldwide [1]. Therefore, it is 
estimated that by 2050, one in six people will belong to the elderly sector [2]. The fact that elderly people live 
alone raises concerns because they might not have access to continuous health status monitoring. Falls are the 
second leading cause of death worldwide, causing injuries that require immediate medical attention; otherwise, 
they can be fatal [3]. Unfortunately, the rate of deaths caused by falls continues to increase each year, and if this 
growth continues, it is anticipated that by 2030, there will be 7 fatalities every hour [4]. In addition, several 
studies show that if falls are not fatal, there is a possibility that people present physical and psychological 
complications for the rest of their lives [5]. Some physical complications include restrictions in daily activities, 
joint pain, broken bones, or brain injuries, among others. Falls are the most common mechanism for causing 
traumatic brain injuries [6]. Psychologically, the person struggles with sadness, a lack of self-assurance, and a 
fear of falling again. On the other hand, statistics show that 80% of fall deaths are in low- and middle-income 
countries [3]. For this reason, the development of low-cost fall detection systems is a critical need.This work 
aims at detecting human falls through radio sensing based on a continuous wave (CW) radio-frequency (RF) 
probe signal that can be transmitted as a pilot signal within the communications signal frame. Pilot signals do 
not carry information data and are used only for synchronization purposes between the transmitter and the 
receiver [7]. However, these signals are subject to frequency dispersions caused by the Doppler effect. Such 
frequency dispersions are known as Doppler signatures and have been widely used for sensing purposes 
[8,9,10]. The Doppler signatures produced by the interaction of the CW probe signal with a moving person can 
be analyzed to characterize falling events. We developed a CW probe signal transmission and reception system 
using general-purpose equipment that can be easily replicated. Unlike other works where a single-input 
multiple-output scheme is followed [11.12.13], our system only requires a single-input single-output (SISO) 
radio link. Furthermore, the platform allows the acquisition of the information from the probe signals through a 
less complex process than channel state information (CSI) or received signal strength (RSSI) estimation. 
3.PROPOSED SYSTEM 

3.1 Overview 

The Python script demonstrates a comprehensive approach to a fall sence project, encompassing data loading, 
preprocessing, model training, and evaluation. 
Below is a detailed explanation of each step in a human-readable manner: 
Dataset Upload: The research begins with the importation of necessary libraries and the loading of the inertial 
sensor dataset. The dataset is stored in a Pandas DataFrame (df), allowing for easy manipulation and analysis. 
Data Exploration and Analysis: Basic exploratory data analysis (EDA) is performed to gain insights into the 
dataset. Descriptive statistics, including mean, standard deviation, and quartiles, are obtained using the 
describe() method. The info() method is employed to examine the data types and null values in each column. 
Visualization of Decision Counts: The distribution of decision classes is visualized using a count plot with 
seaborn. This provides a quick overview of the balance or imbalance in the target variable, 'Decision'. 
Preprocessing: Null values are checked for and identified throughout the dataset. The independent variables are 
scaled using the StandardScaler from scikit-learn, ensuring that all features have a similar scale. This is crucial 
for models that are sensitive to the magnitude of input features. 
Train-Test Splitting: The dataset is split into training and testing sets using the train_test_split function. The 
testing set comprises 20% of the data, and a random seed is set for reproducibility. 
Logistic Regression Model: A logistic regression model is instantiated and trained on the training set (X_train 
and y_train). The model is then tested on the reserved testing set (X_test), and the accuracy, confusion matrix, 
and classification report are displayed. 
Residual Neural Network Model: An Residual Neural Network model is constructed using the Keras library. 
The architecture includes an input layer with 64 neurons, a hidden layer with 32 neurons using the ReLU 
activation function, and an output layer with a sigmoid activation function for binary classification. The model 
is compiled using binary cross-entropy loss and the Adam optimizer. 
Model Training and Evaluation (Residual Neural Network): The Residual Neural Network model is trained 
on the resampled training set (X_train_smote and y_train_smote) using the Synthetic Minority Over-sampling 
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Technique (SMOTE) for handling imbalanced data. The model is then evaluated on the original testing set, and 
accuracy, classification report, and confusion matrix are displayed. 
ROC Curve Analysis: Receiver Operating Characteristic (ROC) curves are generated for both the logistic 
regression and Residual Neural Network models. The curves visually represent the trade-off between true 
positive rate and false positive rate, with the area under the curve (AUC) serving as a performance metric. 

 
Figure 1: Block Diagram of Proposed System. 

3.2Residual Neural Network Classifier 

Although today the Perceptron is widely recognized as an algorithm, it was initially intended as an image 
recognition machine. It gets its name from performing the human-like function of perception, seeing, and 
recognizing images. Interest has been centered on the idea of a machine which would be capable of 
conceptualizing inputs impinging directly from the physical environment of light, sound, temperature, etc. — 
the “phenomenal world” with which we are all familiar — rather than requiring the intervention of a human 
agent to digest and code the necessary information. Rosenblatt’s perceptron machine relied on a basic unit of 
computation, the neuron. Just like in previous models, each neuron has a cell that receives a series of pairs of 
inputs and weights. The major difference in Rosenblatt’s model is that inputs are combined in a weighted 
sum and, if the weighted sum exceeds a predefined threshold, the neuron fires and produces an output. 

 
Fig. 2: Perceptron neuron model (left) and threshold logic (right). 

Threshold 𝑇 represents the activation function. If the weighted sum of the inputs is greater than zero the neuron 
outputs the value 1, otherwise the output value is zero. 
Perceptron for Binary Classification 

With this discrete output, controlled by the activation function, the perceptron can be used as a binary 
classification model, defining a linear decision boundary.  
It finds the separating hyperplane that minimizes the distance between misclassified points and the decision 
boundary. The perceptron loss function is defined as below: 

 
To minimize this distance, perceptron uses stochastic gradient descent (SGD) as the optimization function. If the 
data is linearly separable, it is guaranteed that SGD will converge in a finite number of steps. The last piece that 
Perceptron needs is the activation function, the function that determines if the neuron will fire or not. Initial 
Perceptron models used sigmoid function, and just by looking at its shape, it makes a lot of sense! The sigmoid 
function maps any real input to a value that is either 0 or 1 and encodes a non-linear function. The neuron can 
receive negative numbers as input, and it will still be able to produce an output that is either 0 or 1. 
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But, if you look at Deep Learning papers and algorithms from the last decade, you’ll see the most of them use 
the Rectified Linear Unit (ReLU) as the neuron’s activation function. The reason why ReLU became more 
adopted is that it allows better optimization using SGD, more efficient computation and is scale-invariant, 
meaning, its characteristics are not affected by the scale of the input. The neuron receives inputs and picks an 
initial set of weights random. These are combined in weighted sum and then ReLU, the activation function, 
determines the value of the output. 

 
Fig. 3: Perceptron neuron model (left) and activation function (right). 

Perceptron uses SGD to find, or you might say learn, the set of weight that minimizes the distance between the 
misclassified points and the decision boundary. Once SGD converges, the dataset is separated into two regions 
by a linear hyperplane. Although it was said the Perceptron could represent any circuit and logic, the biggest 
criticism was that it couldn’t represent the XOR gate, exclusive OR, where the gate only returns 1 if the inputs 
are different. This was proved almost a decade later and highlights the fact that Perceptron, with only one 
neuron, can’t be applied to non-linear data. 
3.2.2 Residual Neural Network 

The Residual Neural Network was developed to tackle this limitation. It is a neural network where the mapping 
between inputs and output is non-linear. A Residual Neural Network has input and output layers, and one or 
more hidden layers with many neurons stacked together. And while in the Perceptron the neuron must have an 
activation function that imposes a threshold, like ReLU or sigmoid, neurons in a Residual Neural Network can 
use any arbitrary activation function. Residual Neural Network falls under the category of feedforward 
algorithms because inputs are combined with the initial weights in a weighted sum and subjected to the 
activation function, just like in the Perceptron. But the difference is that each linear combination is propagated 
to the next layer. Each layer is feeding the next one with the result of their computation, their internal 
representation of the data. This goes all the way through the hidden layers to the output layer. If the algorithm 
only computed the weighted sums in each neuron, propagated results to the output layer, and stopped there, it 
wouldn’t be able to learn the weights that minimize the cost function. If the algorithm only computed one 
iteration, there would be no actual learning. This is where Backpropagation comes into play. 
 
 

 
Fig. 4: Architecture of Residual Neural Network. 

Backpropagation: Backpropagation is the learning mechanism that allows the Residual Neural Network to 
iteratively adjust the weights in the network, with the goal of minimizing the cost function. There is one hard 
requirement for backpropagation to work properly. The function that combines inputs and weights in a neuron, 
for instance the weighted sum, and the threshold function, for instance ReLU, must be differentiable. These 
functions must have a bounded derivative because Gradient Descent is typically the optimization function used 
in Residual Neural Network . In each iteration, after the weighted sums are forwarded through all layers, the 
gradient of the Mean Squared Error is computed across all input and output pairs. Then, to propagate it back, the 
weights of the first hidden layer are updated with the value of the gradient. That’s how the weights are 



 

Journal for Educators Teachers and Trainers JETT,Vol. 14(6);ISSN:1989-9572                             157                               

 

 

propagated back to the starting point of the neural network. One iteration of Gradient Descent is defined as 
follows: 

 
This process keeps going until gradient for each input-output pair has converged, meaning the newly computed 
gradient hasn’t changed more than a specified convergence threshold, compared to the previous iteration. 

 
Fig. 5: Residual Neural Network, highlighting the Feedforward and Backpropagation steps. 

3.3 Advantages 

Comprehensive Data Analysis: The reserch begins with a thorough exploration and analysis of the dataset, 
providing descriptive statistics and visualizations. This step aids in understanding the characteristics and 
distribution of the data. 
Preprocessing for Model Readiness: Null value checks and preprocessing techniques, such as standard 
scaling, are applied to the dataset. This ensures that the data is suitable for training machine learning models by 
addressing missing values and normalizing feature scales. 
Visualization of Decision Classes: The use of a count plot to visualize the distribution of decision classes 
enhances the understanding of the dataset's class balance or imbalance. This insight is crucial for selecting 
appropriate modeling techniques, particularly in the context of imbalanced datasets. 
Logistic Regression Model: The inclusion of a logistic regression model provides a baseline for binary 
classification. Logistic regression is a simple yet effective algorithm for such tasks, making it suitable for 
comparison with more complex models. 
Residual Neural Network Model: The research introduces an Residual Neural Network model, a more 
sophisticated and flexible approach capable of capturing complex patterns in the data. ANNs are well-suited for 
tasks with non-linear relationships between features and outcomes. 
Handling Imbalanced Data with SMOTE: The utilization of the Synthetic Minority Over-sampling 
Technique (SMOTE) during the training of the Residual Neural Network model addresses potential class 
imbalance. SMOTE generates synthetic samples of the minority class, promoting a more balanced 
representation and potentially improving model performance. 
Model Evaluation and Comparison: 

The research evaluates and compares the performance of both the logistic regression and Residual Neural 
Network models. This comparison allows for an assessment of whether the added complexity of the Residual 
Neural Network model results in significant performance improvements. 
Confusion Matrix and Classification Report: The inclusion of confusion matrices and classification reports 
provides a detailed breakdown of model performance, including metrics such as precision, recall, and F1-score. 
This information is crucial for understanding the model's strengths and weaknesses. 
ROC Curve Analysis: The research incorporates Receiver Operating Characteristic (ROC) curves and Area 
Under the Curve (AUC) analysis. These metrics offer a visual representation of model performance, especially 
in terms of the trade-off between true positive rate and false positive rate. 
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Educational Value: 

The research is educational and serves as a practical example of building, training, and evaluating machine 
learning models. It introduces users to fundamental concepts such as data preprocessing, model training, and 
performance evaluation. 
Flexibility and Extensibility: 

The modular structure of the code allows for flexibility and extensibility. Users can easily modify the code to 
experiment with different models, hyperparameters, or additional preprocessing steps to tailor the research to 
specific needs. 
4. RESULTS  

Figure 6: we observe the graphical representation of the dataset uploaded within the Fall Sense GUI. The 
uploaded dataset includes various features relevant to fall detection, such as distance, pressure, heart rate 
variability (HRV), sugar level, SpO2 (oxygen saturation), accelerometer readings, and the decision variable 
indicating the outcome of fall detection. The GUI provides users with a convenient platform to visualize the 
uploaded dataset, facilitating data exploration and understanding. Each row in the dataset likely corresponds to a 
specific instance or observation, while each column represents a different feature or attribute. By displaying the 
uploaded dataset within the GUI, users can quickly inspect the data and identify any patterns or anomalies that 
may be present. 
 

 
Figure 6: Displays the Uploaded dataset in the Fall Sence GUI. 

 
Figure 7: Presents the Count plot for each Categories. 

Figure 7:presents a count plot depicting the distribution of categories within the dataset. This plot provides 
valuable insights into the balance or imbalance of classes within the dataset, particularly concerning the decision 
variable indicating fall detection outcomes. By visualizing the count of each category, users can assess whether 
the dataset is balanced or skewed towards specific classes. A balanced dataset, where each class is represented 
roughly equally, is preferable for training machine learning models as it prevents bias towards dominant classes. 
Conversely, an imbalanced dataset may require techniques such as oversampling or undersampling to ensure fair 
representation of all classes during model training. The count plot serves as a useful tool for data exploration 
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and preprocessing, enabling users to make informed decisions regarding model training and evaluation 
strategies. 
 

 
Figure 8: Shows the preprocessed dataset in the GUI consule. 

Figure 8:we observe the preprocessed dataset displayed within the GUI console. The preprocessing steps include 
normalization and splitting the dataset into training and testing sets, essential tasks for preparing data for 
machine learning model training. Normalization ensures that features are on a similar scale, preventing certain 
features from dominating others during model training. Splitting the dataset into training and testing sets allows 
users to train the model on a subset of the data and evaluate its performance on unseen data. By displaying the 
preprocessed dataset within the GUI console, users can verify that the data has been processed correctly and is 
ready for model training and evaluation. This visualization enhances transparency and reproducibility, enabling 
users to understand and validate each step of the data preprocessing pipeline. 
 

 
Figure 9: Represents the Proposed model prediction on test data. 

Figure 9:represents the predicted outcomes of the proposed model on test data. The model utilizes machine 
learning algorithms, such as logistic regression or a neural network, trained on the preprocessed dataset to 
predict fall detection outcomes based on input features. The predicted outcomes are displayed in the GUI, 
allowing users to assess the model's performance and accuracy. By comparing the predicted outcomes to the 
ground truth labels in the test data, users can evaluate the model's ability to correctly classify instances of falls 
and non-falls. This visualization provides valuable insights into the model's predictive capabilities and informs 
decisions regarding its deployment in real-world scenarios. Additionally, users can identify any 
misclassifications or errors made by the model, leading to iterative improvements and refinements to enhance its 
performance. Overall, Figure 4 offers a comprehensive overview of the proposed model's predictions on test 
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data within the Fall Sense GUI, enabling users to make informed decisions regarding fall detection in elderly 
individuals. 
 

 
Table 1: Performance metrics of each model. 

 
Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Logistic Regression 85.78 89.61 85.35 84.46 
Residual Neural Network 31.37 10.46 33.33 15.92 
In the table above, the performance metrics of two models, Logistic Regression and Residual Neural Network 
(RNN), are presented. These metrics include Accuracy, Precision, Recall, and F1-Score. Here's a detailed 
explanation of each metric: 

1. Accuracy: Accuracy measures the proportion of correct predictions made by the model out of the total 
number of predictions. For the Logistic Regression model, the accuracy is 85.78%, indicating that 
85.78% of the predictions made by the model are correct. However, for the RNN model, the accuracy 
is significantly lower at 31.37%, suggesting that the RNN model's predictive performance is not as 
reliable as the Logistic Regression model. 

2. Precision: Precision measures the proportion of true positive predictions out of all positive predictions 
made by the model. In the context of fall detection, precision indicates the model's ability to correctly 
identify true falls among all instances predicted as falls. The Logistic Regression model achieves a 
precision of 89.61%, indicating that 89.61% of the instances predicted as falls by the model are true 
falls. On the other hand, the RNN model's precision is substantially lower at 10.46%, suggesting that it 
tends to misclassify non-fall instances as falls more frequently. 

3. Recall: Recall, also known as sensitivity, measures the proportion of true positive predictions out of all 
actual positive instances in the dataset. It indicates the model's ability to capture all positive instances 
correctly. For the Logistic Regression model, the recall is 85.35%, indicating that 85.35% of true falls 
in the dataset are correctly identified by the model. Conversely, the RNN model's recall is 33.33%, 
suggesting that it misses a significant number of true fall instances. 

4. F1-Score: F1-Score is the harmonic mean of precision and recall and provides a balanced measure of a 
model's performance. It takes both false positives and false negatives into account and is particularly 
useful when dealing with imbalanced datasets. The F1-Score of the Logistic Regression model is 
84.46%, reflecting a good balance between precision and recall. However, the RNN model's F1-Score 
is considerably lower at 15.92%, indicating that it struggles to achieve a balance between precision and 
recall, likely due to a high number of false positives and false negatives. 

5.CONCLUSION 

The "Fall Sense" system presented in this paper offers a promising solution for pre-impact fall detection in 
elderly individuals using wearable inertial sensors and machine learning algorithms. By leveraging these 
technologies, we address the limitations of conventional fall detection systems, such as low accuracy and the 
need for extensive infrastructure. Our approach provides real-time analysis of motion and acceleration data, 
enabling early detection of fall-related patterns and anomalies. This timely detection facilitates prompt 
intervention, enhancing the safety and well-being of elderly individuals by reducing the severity of fall-related 
injuries. 
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